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论文信息

1 引言

3D信息的获取已经成为许多领域的重要应用。获取第三维深度信息主要有三种方法:立体视觉系统、结构光系统和飞行时间法(TOF)相机。立体视觉系统通过先进的匹配算法可以得到高精度的深度信息[[1](http://www.opticsjournal.net/richHtml/gxxb/2020/40/1/0111024.html#b1)],而结构光系统在强光或高反射率场景条件下需要进行投射优化补偿以实现高精度的深度图像获取[[2](http://www.opticsjournal.net/richHtml/gxxb/2020/40/1/0111024.html#b2)]。与其他两种方法相比,TOF相机结合了近红外主动照明和简单原理的优点,可以提供准确的光强度和深度信息,其帧率高,具有单一视点的高分辨率以及结构紧凑等优点,可大量用于机器人导航、手术成像、人机交互和形状重建等新兴领域。

最常见的调幅连续波TOF相机主要由调幅连续波光源和光电探测器组成。正弦调制光源发射的近红外(NIR)信号被目标场景点反射后,由探测器接收并获得其相位偏移。由相移可以得到近红外光的飞行时间以及准确的场景深度信息。但由于其独特的测距原理和硬件结构,TOF相机在测距过程中会引入各种系统和非系统误差。这些误差是由许多因素引起的,例如硬件系统噪声、像素差异(或固定模式噪声)、谐波干扰、芯片温度、积分时间、多路径信号接收、运动模糊、强光引起的像素饱和,以及弱光引起的深度偏移等。本研究中是谐波干扰和弱光强度引起的深度误差。

谐波干扰会使测量深度偏离实际深度,其偏离程度会随着被测深度周期性摆动。这种摆动效应的产生是因为调制和解调信号实际上并不是理想的正弦信号,会叠加高次谐波。根据谐波相关误差形成的原因,可以通过修改调制解调方案来进行校正[[3](http://www.opticsjournal.net/richHtml/gxxb/2020/40/1/0111024.html#b3)],这类方法要进行大量不同相位的数据采集。弱光强度目标场景对应的像素点也会产生错误的深度信息,从而引起强度相关误差。该误差是由相机光学系统内部散射造成的。严重的内部散射来自于近距离或高反射率物体的强光信号的污染。这些强光信号在相机内部经不均匀镜片材料反射后,又被弱光照或低反射率的背景所对应的像素点区域接收,从而产生辐射式的大面积深度失真。一种校正方法是设计合适的空间点扩展函数来表示该散射误差模型,然后通过去卷积的方法消除散射效应的影响[[4](http://www.opticsjournal.net/richHtml/gxxb/2020/40/1/0111024.html#b4)],该类方法对于光强对比度较大的区域校正效果不佳。

强度相关误差受到测量光强度和深度两个因素的影响[[5](http://www.opticsjournal.net/richHtml/gxxb/2020/40/1/0111024.html#b5)-[6](http://www.opticsjournal.net/richHtml/gxxb/2020/40/1/0111024.html#b6)],通常可以在后期数据处理中利用查找表或拟合函数对其和谐波相关误差进行统一补偿校正。第一类补偿校正方法是建立基于光强度和深度数据的二维误差查找表,利用误差查找表中相邻条目的插值来补偿原始深度[[7](http://www.opticsjournal.net/richHtml/gxxb/2020/40/1/0111024.html#b7)-[9](http://www.opticsjournal.net/richHtml/gxxb/2020/40/1/0111024.html#b9)]。其中Hussmann等[[7](http://www.opticsjournal.net/richHtml/gxxb/2020/40/1/0111024.html#b7)]基于近测距区域建立的二维查找表在0.15~0.25 m范围内的平均校正误差为4.8 mm。Ferstl等[[9](http://www.opticsjournal.net/richHtml/gxxb/2020/40/1/0111024.html#b9)]基于回归森林建立了光强度和深度数据与深度偏移量之间类似于查找表的直接映射,该方法在简单场景中的平均校正误差为2.65 mm,复杂场景下该误差上升为52.18 mm。

第二类方法是利用查找表与函数拟合相结合的方法进行谐波和强度相关误差的补偿校正[[10](http://www.opticsjournal.net/richHtml/gxxb/2020/40/1/0111024.html#b10)-[15](http://www.opticsjournal.net/richHtml/gxxb/2020/40/1/0111024.html#b15)]。这类方法按照像素光强度大小或其与相邻像素的光强对比度建立不同条目数量的一维查找表,而在任意条目内随测量深度变化的误差部分则使用多项式[[10](http://www.opticsjournal.net/richHtml/gxxb/2020/40/1/0111024.html#b10)-[12](http://www.opticsjournal.net/richHtml/gxxb/2020/40/1/0111024.html#b12)]、B样条[[12](http://www.opticsjournal.net/richHtml/gxxb/2020/40/1/0111024.html#b12)-[15](http://www.opticsjournal.net/richHtml/gxxb/2020/40/1/0111024.html#b15)]等来进行拟合。Jung等[[14](http://www.opticsjournal.net/richHtml/gxxb/2020/40/1/0111024.html#b14)]根据像素光强及其与邻域像素的对比度不同进行聚类查找,并结合B样条误差曲线拟合进行补偿校正,该方法进行补偿的平均误差为3.8 mm。Chen等[[15](http://www.opticsjournal.net/richHtml/gxxb/2020/40/1/0111024.html#b15)]结合光强度分区查找与B样条曲线进行误差拟合,其平均校正误差约为5 mm。

第三类方法是设计基于光强度和深度二维变量的曲面误差拟合函数进行校正[[6](http://www.opticsjournal.net/richHtml/gxxb/2020/40/1/0111024.html#b6),[16](http://www.opticsjournal.net/richHtml/gxxb/2020/40/1/0111024.html#b16)-[20](http://www.opticsjournal.net/richHtml/gxxb/2020/40/1/0111024.html#b20)]。研究者们根据谐波和强度相关误差的变化特点设计了B样条曲面拟合[[6](http://www.opticsjournal.net/richHtml/gxxb/2020/40/1/0111024.html#b6),[17](http://www.opticsjournal.net/richHtml/gxxb/2020/40/1/0111024.html#b17)-[18](http://www.opticsjournal.net/richHtml/gxxb/2020/40/1/0111024.html#b18)],以及利用基于正弦(或其线性叠加)函数结合样条函数[[19](http://www.opticsjournal.net/richHtml/gxxb/2020/40/1/0111024.html#b19)-[21](http://www.opticsjournal.net/richHtml/gxxb/2020/40/1/0111024.html#b21)]等的二维曲面拟合模型进行补偿校正。其中Lindner等[[6](http://www.opticsjournal.net/richHtml/gxxb/2020/40/1/0111024.html#b6)]设计的误差模型在0.9~4 m范围内,实现了3.2 mm的最小校正误差,但最大误差有17.3 mm。Mersmann等[[19](http://www.opticsjournal.net/richHtml/gxxb/2020/40/1/0111024.html#b19)]所采用的误差拟合模型的平均校正误差为2.4 mm,而同样条件下用于实验对比的B样条曲面误差拟合补偿的平均误差为13.0 mm。Jiao等[[20](http://www.opticsjournal.net/richHtml/gxxb/2020/40/1/0111024.html#b20)]使用三个正弦函数的叠加对随深度变化的误差部分进行拟合,而采用样条函数对随光强度变化的误差部分进行拟合,以此形成了基于深度和光强度变化的二维误差校正曲面,其在0.7~2.1 m范围内低反射率情况下的校正平均误差为6 mm。

本文将计算机图形学中的B样条曲面拟合方法用于误差拟合补偿,并且对得到的误差拟合曲面中每一个曲面片的部分控制点自适应地添加加性权值参数,使得优化后的控制点矩阵可以更好地拟合实际误差,从而显著提高补偿精度。此外,由于采用加性权值对控制点进行优化,权值参数和控制点参数矩阵可以在参数校准过程中通过一次最小二乘法拟合同时获得,权值参数的获取方便,并没有显著增加参数校准过程所需的校准数据和工作量。

2 TOF测距原理

TOF-3D测距是一种基于飞行时间原理的间接测距技术。如图1所示,由正弦信号进行幅度调制的照明单元发射NIR光,被目标场景反射,并最终由光电探测器的像素阵列接收。在单个调制周期的0,π/2,π,3π/2四个不同相位,使用参考信号(一般为正弦信号)对接收的光信号进行相关积分采样,可以得到*x*(0),*x*(1),*x*(2),*x*(3)四个相关采样值。由离散傅里叶变换可以计算出光信号的相位偏移*φ*,即

*φ*=*arctan*[*x*(3)−*x*(1)*x*(0)−*x*(2)]−*θ*,(1)

式中:*θ*为参考信号的初始相位,通常被设置为0。

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  |  |  |  |  |
|  | | | | * [图片选项](javascript:;) |
|  | | | | |
| **图1** TOF相机的信号处理过程**Fig. 1**Signal processing of TOF cameras | | | | |

像素对应场景点的深度值*d*与相位偏移*φ*成正比,可表示为

*d*=*c*4*πfφ*,(2)

式中:*f*为光源调制信号和解调参考信号的频率;*c*为光在空气中的传播速度。

接收光信号的幅度*a*可表示为

*a*=[*x*(3)−*x*(1)]2+[*x*(2)−*x*(0)]2√2*。*(3)

考虑到光强度是由正弦信号进行幅度调制得到的,幅度*a*可以表示每个像素的入射光强度大小。通过(2)式和(3)式分别计算出每个像素的深度和光强度信息。由此,TOF相机同时获取了目标场景区域的深度和光强度图像。

3 谐波与强度相关误差改进校正模型

3.1 传统校正模型

在后期数据处理中,有三类对谐波和强度相关误差进行补偿校正的方法:第一、二类方法要实现较高精度都需要进行精细的查找表条目划分,这对参数校准和存储空间提出了较高的要求。第三类方法中很多研究者采用双三次B样条曲面误差拟合模型,其补偿精度较高,稳定性强。该误差拟合方式基于光强度和深度两个变量得到了一个曲面误差拟合函数,表达式为

*Q*(*a*,*d*)=∑*i*=1*m*∑*j*=1*nN*3*i*(*a*)⋅*N*3*j*(*d*)⋅*Pi*,*j*,(4)

式中: *N*3*i*

为均匀三次B样条拟合的基函数;*Pi*,*j*为决定曲面形状的控制点参数;*m*×*n*为控制点参数矩阵的大小。将每个像素处的测量光强度和深度代入误差拟合曲面中就可以计算出深度补偿量。

在TOF相机参数校准过程中,需要预先对B样条误差拟合函数的各个控制点参数进行校准,这是精确地拟合出各个深度和强度处的深度误差的关键的一步。为了获取精确的控制点参数矩阵,需要通过实验测量获取足够多的三维数据集{(*ak*,*dk*,*dk\_*ref)|*k*∈*K*},其中*ak*,*dk*分别为像素点的接收光强度和初测深度,二者均由TOF相机测量得到,*dk\_*ref为像素点对应场景点的实际参考深度,可由高精度的深度扫描仪准确获取。将这*K*组三维数据带入(5)式得到一组线性方程,然后由最小二乘法解出控制点参数矩阵:

∑*i*=1*m*∑*j*=1*nN*3*i*(*ak*)⋅*N*3*j*(*dk*)⋅*Pi*,*j*=*dk*−*dk\_ref。*(5)

双三次B样条误差曲面拟合的方法将谐波相关误差和强度相关误差进行统一校正,但与其他误差拟合模型相比,其校正精度没有明显提高。如图2所示,在误差拟合曲面中截取第*i*个强度结点处的一条三次B样条拟合曲线。可以看出任意控制点参数*Pi*,*j*决定了第*j*-3、*j*-2、*j*-1、*j*这4个深度结点区间的拟合曲线段形状,扩展到整个B样条拟合曲面,则*Pi*,*j*决定了{(*s*,*t*)|*s*=*i*-3,…,*i*;*t*=*j*-3,…,*j*}共16个网格结点区间的拟合曲面片形状。校准过程使用最小二乘法估计控制点参数,即要求出使拟合曲面上各个拟合误差值与实际观测误差值之间偏差的平方和最小的控制点参数集合。考虑到基函数的周期性( *N*3*i*

= *N*3*i*+4, *N*3*j*= *N*3*j*+4

),故有

{*Pi*,*j*∣∣∣*i*=1,…,*m*;*j*=1,…,*n*}=*argmin*[∑*k*=1*K*(*dk*−*dk\_ref*−∑*i*=4*m*∑*j*=4*n*∑*h*=14∑*q*=14*N*3*h*(*ak*)⋅*N*3*q*(*dk*)⋅*P^i*−*h*+1,*j*−*q*+1)2],(6)

式中: *P^i*,*j*

和*Pi*,*j*分别为控制点参数变量以及最佳的控制点参数;*q*、*h*分别表示深度和强度两个维度上进行B样条拟合的四个基函数的序列号;*k*为所有三维数据点的序列号。

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  |  |  |  |  |
|  | | | | * [图片选项](javascript:;) |
|  | | | | |
| **图2** 深度误差拟合曲面中三次B样条拟合曲线示意图**Fig. 2**Cubic B-spline fitting curve in depth error fitting surface | | | | |

由于任意一个控制点参数 *P^i*,*j*

都决定了相邻16个误差拟合曲面片形状(图2所示),要使 (6) 式取得极小值,最佳控制点参数*Pi*,*j*应使(6)式一阶偏导数为零:

∂∂*P^i*,*j*⎧⎩⎨⎪⎪⎪⎪⎪⎪⎪⎪∑*α*=*i*−3*i*∑*β*=*j*−3*j*⎡⎣⎢⎢⎢⎢∑*Ωα*,*β*(*dk*−*dk\_ref*−∑*h*=14∑*q*=14*N*3*h*(*ak*)⋅*N*3*q*(*dk*)⋅*P^α*+*h*−1,*β*+*q*−1)2*Γ*(*α*,*β*)⎤⎦⎥⎥⎥⎥⎫⎭⎬⎪⎪⎪⎪⎪⎪⎪⎪∣∣*P^i*,*j*=*Pi*,*j*=0,(7)

式中:*Ωα*,*β*为属于(*α*,*β*)网格区间的三维数据点集合;*Γ*(*α*,*β*)为该网格区间的拟合偏差的平方和。(7)式并不能保证16个网格区间内每个曲面片的*Γ*(*α*,*β*)恒取最小值。

∂∂*P^i*,*jΓ*(*α*,*β*)∣∣*P^i*,*j*=*Pi*,*j*≡0,*α*=*i*−3,…,*i*,*β*=*j*−3,…,*j*,(8)

即(8)式不成立。因此,求得的最佳控制点参数*Pi*,*j*只是使得由其决定的16个曲面片整体拟合精度最高。而对于其中每个单独的拟合曲面片,*Pi*,*j*并不是最佳的,故该模型的误差拟合精度并不高。

3.2 改进的校正模型

对于决定每个拟合曲面片形状的大小为4×4控制点矩阵,取其中间大小为2×2的子矩阵分别添加不同的权值,使得在不同的曲面片中可以自适应地调整同一个控制点的值,从而提高误差拟合的精度。对于任意第*i*个强度结点区间和第*j*个深度结点区间组成的二维网格区间,使其误差曲面片中的控制点中间子矩阵[*Pi*+1,*j*+1,*Pi*+1,*j*+2;*Pi*+2,*j*+1,*Pi*+2,*j*+2]加上权值参数矩阵[*wi*,*j*,1,*wi*,*j*,2;*wi*,*j*,3,*wi*,*j*,4];从而,决定(*i*,*j*)曲面片形状的16个控制点参数的中间4个控制点参数 {*Pi*+1,*j*+1,*Pi*+1,*j*+2,*Pi*+2,*j*+1,*Pi*+2,*j*+2}可以自适应地调节大小,使得(*i*,*j*)曲面片的拟合偏差平方和*Γ*(*i*,*j*)对这四个控制点参数变量的偏导数恒为零。

∂∂*P^i*+*h*,*j*+*qΓ*(*i*,*j*)∣∣*P^i*+*h*,*j*+*q*=*Pi*+*h*,*j*+*q*+*wi.j*,2⋅(*h*−1)+*q*≡0,*h*=1,2,*q*=1,2,(9)

即(9)式成立。因此改进的校正模型中,任意(*i*,*j*)拟合曲面片的4×4控制点矩阵的中间2×2个控制点参数不仅对于整个误差拟合曲面是最佳的,而且在其本身所在的(*i*,*j*)曲面片中也经过最小二乘拟合达到了最优,该改进模型的误差拟合精度得到了很大提高。

改进模型可以得到拟合精度更高的误差曲面片*Qi*,*j*(*a*,*d*),可表示为

*Qi*,*j*(*a*,*d*)=∑*s*=*ii*+3∑*t*=*jj*+3*N*3*s*(*a*)⋅*N*3*t*(*d*)⋅*Ps*,*t*+∑*s*=*i*+1*i*+2∑*t*=*j*+1*j*+2*N*3*s*(*a*)⋅*N*3*t*(*d*)⋅*wi*,*j*,2⋅(*s*−*i*−1)+(*t*−*j*),(10)

式中:*Qi*,*j*(*a*,*d*)的形状是由该曲面片的控制点矩阵和权值参数矩阵共同决定的。这里将权值矩阵表示为

*wi*,*j*=[*wi*,*j*,2⋅(*s*−*i*−1)+(*t*−*j*)]*s*=*i*+1,*i*+2;*t*=*j*+1,*j*+2*。*(11)

最终,可以得到整个误差曲面拟合函数为所有误差曲面片函数的总和:

*Q*(*a*,*d*)=∑*i*=1*m*−3∑*j*=1*n*−3[∑*s*=*ii*+3∑*t*=*jj*+3*N*3*s*(*a*)⋅*N*3*t*(*d*)⋅*Ps*,*t*+∑*s*=*i*+1*i*+2∑*t*=*j*+1*j*+2*N*3*s*(*a*)⋅*N*3*t*(*d*)⋅*wi*,*j*,2⋅(*s*−*i*−1)+(*t*−*j*)]*。*(12)

误差曲面拟合函数*Q*(*a*,*d*)的控制点参数矩阵和权值参数矩阵可以在TOF相机的参数校准过程中通过一次最小二乘拟合同时获得。将校准过程中实验测量得到的三维数据集{(*ak*,*dk*,*dk\_*ref)|*k*∈*K*}代入(12) 式,可以得到*K*组线性方程,表达式为

∑*i*=1*m*−3∑*j*=1*n*−3[∑*s*=*ii*+3∑*t*=*jj*+3*N*3*s*(*ak*)⋅*N*3*t*(*dk*)⋅*Ps*,*t*+∑*s*=*i*+1*i*+2∑*t*=*j*+1*j*+2*N*3*s*(*ak*)⋅*N*3*t*(*dk*)⋅*wi*,*j*,2⋅(*s*−*i*−1)+(*t*−*j*)]=*dk*−*dk\_ref*,(13)

式中:*k*=1,2,…,*K*。

将大小为*m*×*n*的控制点矩阵表示成

*P*=[*P*1,1,…,*P*1,*n*;…;*Pi*,1,…,*Pi*,*n*;…;*Pm*,1,…,*Pm*,*n*]*。*(14)

将大小为(*m*-3)·(*n*-3)·4的三维加性权值矩阵也表示成

*w*=[*w*1,1,…,*w*1,*n*−3;…;*wi*,1,…,*wi*,*n*−3;…;*wm*−3,1,…,*wm*−3,*n*−3]*。*(15)

这样可以将由 (13) 式得到的*K*组线性方程表示成矩阵与向量乘积的形式:

*M*⋅*ξ*=*ε*,(16)

式中:*ξ*=[*P*,*w*]T;*ε*=[*d*1-*d*1*\_*ref,…,*dK*-*dK\_*ref]T。*M*是一个大小为*K*·[*m*·*n*+(*m*-3)·(*n*-3)·4]的矩阵,由*K*个行向量*Mk*组成。当第*k*组三维数据(*ak*,*dk*,*dk\_*ref) 在由第*i*个强度结点区间和第*j*个深度结点区间组成的二维网格区间时,*Mk*可以表示为

*Mk*=[*O*1,[*N*3*s*(*ak*)⋅*N*3*t*(*dk*)]*s*=*i*,…,*i*+3;*t*=*j*,…,*j*+3,*O*2,[*N*3*s*(*ak*)⋅*N*3*t*(*dk*)]*s*=*i*+1,*i*+2;*t*=*j*+1,*j*+2,*O*3],(17)

式中:*O*1,*O*2,*O*3分别为阶数不同的零向量。

(16)式为以所有待求控制点参数和加性权值参数为未知量的线性超定方程组,可以通过最小二乘法解该方程组求得*ξ*:

*ξ*=(*MT*⋅*M*)−1⋅*MT*⋅*ε*,(18)

对向量*ξ*进行分解和组合最终可分别得到控制点矩阵和加性权值矩阵。

4 仿真与结果分析

本文的TOF模拟测距相机是基于四相移积分采样原理,同时参考了大量关于谐波相关误差和强度相关误差的文献数据而得到的[[2](http://www.opticsjournal.net/richHtml/gxxb/2020/40/1/0111024.html#b2),[5](http://www.opticsjournal.net/richHtml/gxxb/2020/40/1/0111024.html#b5)-[6](http://www.opticsjournal.net/richHtml/gxxb/2020/40/1/0111024.html#b6),[22](http://www.opticsjournal.net/richHtml/gxxb/2020/40/1/0111024.html#b22)-[27](http://www.opticsjournal.net/richHtml/gxxb/2020/40/1/0111024.html#b27)]。只要输入参考深度图像矩阵及其对应的相对光强度图像矩阵,就可获得由谐波和弱光强度影响而产生的错误深度数据及其光强度数据。比较图3与表1数据,测量得到的数据与文献中[[5](http://www.opticsjournal.net/richHtml/gxxb/2020/40/1/0111024.html#b5)-[6](http://www.opticsjournal.net/richHtml/gxxb/2020/40/1/0111024.html#b6),[22](http://www.opticsjournal.net/richHtml/gxxb/2020/40/1/0111024.html#b22),[24](http://www.opticsjournal.net/richHtml/gxxb/2020/40/1/0111024.html#b24),[26](http://www.opticsjournal.net/richHtml/gxxb/2020/40/1/0111024.html#b26)]的数据基本相吻合。因此,该TOF模拟测距相机是可以用于模拟真实的场景实验的。

实验中TOF模拟相机的光源调制信号和解调信号分别采用同频的余弦和方波波形,其频率均设置为20 MHz。根据(2)式可得到模拟相机的最大测量深度为7.5 m,因此误差拟合补偿模型的校正深度范围也为0~7.5 m。同时为了消除积分时间不同造成的光强度变化,实验采用的积分时间均为调制周期的103倍,其大小为0.05 ms。校正过程中,对实验获取的原始深度数据分别采用传统模型和改进模型进行校正,两个模型在光强和深度两个维度的控制点数量分别设置为5和12。

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  |  |  |  |  |
|  | | | | * [图片选项](javascript:;) |
|  | | | | |
| **图3** TOF模拟测距相机所测谐波与强度相关误差。(a)测量谐波相关误差;(b)不同反射率目标下测量强度相关误差**Fig. 3**Harmonic- and intensity-related errors measured by TOF simulation ranging camera. (a) Harmonic-related error; (b) intensity-related errors for different reflectivity targets | | | | |
| **表1** 相关文献中[5-6,22,24,26]由TOF相机测得的不同反射率目标下部分原始深度偏移数据      **Table 1** Partial raw depth deviation data measured by TOF camera in related references[5-6,22,24,26] | | | | |

4.1 不同反射率的平板实验

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **表2** 同一反射率下各个深度处两种模型的平均校正误差与标准偏差      **Table 2** Average correction error and standard deviation of two models under the same reflectance | | | | |
|  |  |  |  |  |
|  | | | | * [图片选项](javascript:;) |
|  | | | | |
| **图5** 两种模型对不同反射率的平板在同一深度处进行校正的深度误差。(a) 1.8 m;(b) 2.9 m;(c) 4.1 m;(d) 5.5 m**Fig. 5**Depth error of plates with different reflectivity, respectively corrected by the two models at the same depth. (a) 1.8 m; (b) 2.9 m; (c) 4.1 m; (d) 5.5 m | | | | |

本研究实验同样对不同反射率平板在同一深度处的深度图像进行校正。如图5所示,分别在1.8,2.9,4.1,5.5 m处对不同反射率的平板进行深度校正。可以看出传统模型在不同反射率下的校正误差普遍大于5 mm,是本研究改进模型的2倍以上。而且传统模型校正的最大误差大于25 mm,其精度在不同场景反射率下差异较大。而改进模型的校正误差基本都在0~5 mm范围内波动,比较稳定。因此,相比传统模型,含加性权值的改进模型在校正随强度变化的深度误差部分这一方面不管是校正精度还是校正稳定性都有提高。

4.2 人脸实验

在第二个实验中,TOF模拟相机对其右前方的人脸进行深度测量及误差校正。如图6所示,人脸实际位于相机前方1.7~1.8 m处,位置稍靠右。因此脸部左半边比右半边辐射的近红外光强度大,如图7(a)所示,相机接收光信号的强度从左向右逐渐减小。TOF相机测得的深度图像如图7(b)所示,人脸的深度图像位于1.59~1.75 m之间,而且人脸左右两边深度分布是不对称的。对比图6(b)和7(b)可以看出,人脸深度图像不仅整体发生了偏移,而且其内部各个部位的深度偏移大小也是不同的,这就导致了人脸的位置错误和变形。事实上,整体的深度偏移是由谐波干扰和光强分布不均匀共同导致的。而由图7(a)可看出,其人脸各部分的光照强度是不同的,这就导致了其内部各个部位的深度偏移不同。

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  | |  | |  | |
|  | | | | | | * [图片选项](javascript:;) | |
|  | | | | | | | |
| **图6** 人脸实际位置深度图像。(a)三维深度图像;(b)深度颜色图像**Fig. 6**Actual position depth images of face. (a) 3D depth image; (b) depth color image | | | | | | | |
|  |  | |  | |  | |  |
|  | | | | | | | * [图片选项](javascript:;) |
|  | | | | | | | |
| **图7** TOF相机测量的光强度图像和深度颜色图像。(a)测量光强度图像;(b)测量深度图像**Fig. 7**Light intensity image and depth color image measured by TOF camera. (a) Measured light intensity image; (b) measured depth image | | | | | | | |

分别使用两种模型对人脸深度图像进行校正,得到了如图8所示的校正后深度图像。通过图8(a)和图8(b)对比,两种模型都恢复了人脸左右两边的深度对称,由光强度变化引起的深度误差部分通过两种模型都得到了有效的补偿。但由于传统模型校正性能不稳定,在不同深度处的校正精度不同,因此并不能就此断定两种模型的随光强度变化的深度误差部分的校正性能相同。此外,图8(a)所示经传统校正模型校正后的深度图像基本位于1.71~1.81 m,而图8(b)所示经改进模型校正后的深度图像基本位于1.7~1.8 m。将它们和图6(b)对比, 含加性权值的改进模型有效减小了整体深度偏移,其在校正随深度变化的深度误差部分的性能明显优于传统B样条误差拟合校正模型。

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  |  |  |  |  |
|  | | | | * [图片选项](javascript:;) |
|  | | | | |
| **图8** 经两种模型校正后的深度图像。(a)传统模型;(b)改进模型**Fig. 8**Depth images corrected by the two models. (a) Traditional model; (b) improved model | | | | |

5 结论

基于传统的B样条误差拟合模型,本文采用一种改进的含加性权值的曲面误差拟合模型来补偿谐波与强度相关误差。改进的拟合模型针对误差拟合曲面中每个曲面片的拟合要求,给其控制点矩阵自适应地添加不同的权值参数矩阵,提高了误差拟合精度。与传统模型相比,其拟合精度提高了近两倍,校正的稳定性也提高了。而且,权值参数以相加的形式添加,这使得在参数校准过程中只通过一次最小二乘拟合就可以同时获取权值参数和控制点参数。总之,改进的含加性权值的曲面误差拟合模型在几乎不增加校准和校正工作量的情况下,提供了一种更高精度和稳定性的深度误差补偿校正方法。
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